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For humans to effectively work with robots, they must be able to predict the actions and behaviors of their
robot teammates rather than merely react to them. While there are existing techniques enabling robots to
adapt to human behavior, there is a demonstrated need for methods that explicitly improve humans’ ability to
understand and predict robot behavior at multi-task timescales. In this work, we propose a method leveraging
the innate human propensity for pattern recognition in order to improve team dynamics in human-robot teams
and to make robots more predictable to the humans that work with them. Patterns are a cognitive tool that
humans use and rely on often, and the human brain is in many ways primed for pattern recognition and usage.
We propose Pattern-Aware Convention-setting for Teaming (PACT), an entropy-based algorithm that identifies
and imposes appropriate patterns over a robot’s planner or policy over long time horizons. These patterns are
autonomously generated and chosen via an algorithmic process that considers human-perceptible features
and characteristics derived from the tasks to be completed, and as such, produces behavior that is easier for
humans to identify and predict. Our evaluation shows that PACT contributes to significant improvements
in team dynamics and teammate perceptions of the robot, as compared to robots that utilize traditionally
‘optimal’ plans and robots utilizing unoptimized patterns.

CCS Concepts: • Human-centered computing → Collaborative and social computing; Empirical
studies in collaborative and social computing;
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1 INTRODUCTION
Human difficulty with accurately modeling and predicting robot behaviors prevents the integration
of robots into human-populated environments. Prior work indicates that the more effectively a
human can model their robot teammate, the better the team will be able to perform [32]. However,
humans struggle to build accurate and effective models of robots [5, 24] and often find them
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0:2 Lohrmann et al.

Fig. 1. A participant plays a collaborative block-selection game with a robot. By using PACT to augment its
planner, the robot’s actions are more predictable to the participant over multiple episodes and multi-task
time horizons, and the robot is viewed as a better teammate.

unpredictable even in very simple environments [4]. This limits team performance, as humans
prefer to work with agents they find predictable and trust unpredictable agents less [9].

As humans struggle to predict agent behavior, agents are simultaneously attempting to predict
and adapt to humans. Prior work has been done to improve an agent’s ability to predict human
actions [11, 14, 27, 37] as well as adapt to human behaviors [7, 17, 40]. However, for collaboration to
succeed, both human and agent need to be mutually predictable, and there are significant technical
gaps in improving humans’ ability to predict agents’ actions.
In contrast to human-robot teams, human-human teams are extremely skilled at collaborative

tasks where synchronization, coordination, and prediction of each other’s behavior is necessary—
such as assembling a bookshelf or making a football pass. Part of this gap in performance can
be explained by the distinct sets of tools that humans and robots each use to accomplish tasks.
Humans do not often rely on optimization as a cognitive tool, and instead use heuristics and pattern
recognition [12]. Notably, humans have difficulty in predicting what the robot will do next as the
robot is not using cognitive tools the human is familiar with.
The cognitive processes humans rely on, while simpler than optimization methods, are more

adaptable than and often outperform such techniques, especially in complex environments where
optimization is computationally intractable [3, 12, 15, 31]. One of the cognitive tools that humans
employ is the ability to identify and process patterns, such as recognizing rhythm in a song or
the color order of changing stoplights. Pattern recognition has developed via our evolution as a
species and is facilitated by specific structures in our brains [30]. Even preschoolers are capable
of duplicating, extending, and abstracting patterns to new environments [35]. These are deeply
ingrained cognitive processes that humans are adept at using.
Within the context of teaming, humans extensively rely on conventions in order to effectively

coordinate behavior. Conventions are a form of shared knowledge [39] that teammates can use in
collaborative tasks to synchronize their actions. Patterns—a predictable sequence [35] of actions—
can make conventions easier to learn and follow. For a pattern-based convention to be meaningful
to a human, the pattern must be human-perceptible, i.e., based on features that a human can observe.
Using pattern-based conventions leverages innate human pattern-processing abilities, making the
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conventions intuitive for people to identify [30] and predict. In order to facilitate human-robot
collaboration, in this work we propose a filtering algorithm which enables an embodied agent to
set conventions for the team by using a human-perceptible pattern to restrict its actions in a given
situation to a more predictable set. We refer to this algorithm as Pattern-Aware Convention-setting
for Teaming (PACT).
PACT can select patterns of varying complexity depending on the context, and is robust to

changes in the environment. A pattern selected by PACT can continue to be used without alteration
even if the task space changes over time. Our results show that by using PACT, not only does
the robot become more predictable to its human teammates, but team performance as
well as perceptions of the robot improve. These findings are supportive of the hypothesis
that, by leaning into familiar cognitive processes, humans can more readily identify the robot’s
intentions, understand how the robot is making decisions, and abstract the robot’s behavior into
new environments accurately. Not only is PACT effective, it demonstrates the benefit in adapting
human cognitive strengths for robots to use during collaboration.

2 BACKGROUND AND RELATEDWORK
When humans collaborate, we build mental models of our teammates [44]. Mental models are
knowledge structures that help people to describe, explain, and predict events in our environment
[41]. Human teams are so astute, they can even create shared mental models for the team, creating
shared knowledge and expectations that lead to greater success [29]. Evidence shows that humans
also build mental models of robots [41]. In line with human factors research, work within human-
robot interaction indicates that when humans and robots can build accurate mental models of each
other, human-robot collaboration is more likely to be successful [21, 29, 32, 45]. Humans also trust
agents more when we find them predictable [9]. With traditional controllers, however, there are
no guarantees of pattern or regularity, so humans’ mental models of robot teammates are often
incorrect or incomplete [5, 24].

Humans reason in a fundamentally different, and often contradictory way to our robot teammates.
Artificially intelligent agents, embodied or otherwise, are built to optimize, but humans do not
optimize when we plan or make decisions [12]. We satisfice—meaning we find a “good enough"
solution to the problem [3, 12, 28]. People employ a variety of cognitive tools to do this, from using
heuristics to pattern recognition [1, 31, 43]. Satisficing is not a weakness of human cognition; to
the contrary, heuristic usage approaches rationality over the long term, and our brains developed
it to navigate our environment, where optimization is computationally intractable [2, 3, 15, 43].
In human-robot teams, robot teammates are working on identifying and achieving the optimal
solution for a specific set of parameters, whereas human teammates are agreeing upon a “good
enough" solution, and these solutions are rarely the same.
Much of the recent work in human-robot collaboration focuses exclusively on improving the

performance of the robotic agent. Works that attempt to predict human actions or their path
directly have seen success within the environments they tested in [11, 14, 37]. There has also
been a significant effort to adapt successful methods in competitive environments to collaborative
environments [7, 20, 22, 42], though this is very difficult. Approaches that are highly effective in
competitive environments are challenging to adapt to collaborative environments [19]. What makes
many self-play approaches successful—a policy that is convoluted and difficult for opponents to
counter—is a drawback in collaborative settings. What results is a large drop in performance when
trained agents are tested with humans rather than other agents [22, 40]. These approaches also do
not capture the full scope of human collaboration within their environments [19].

There is strong evidence in the literature that using human cognitive tools within human-robot
and human-agent collaboration can be highly effective [23]. Work has shown that human partners
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can learn conventions developed by artificially intelligent agents [39]. Significant work has also
been done to integrate social conventions into collaborative agents [25, 40]. When robots explicitly
adhere to human navigation conventions, humans find them more predictable and likeable, and the
robot’s ability to navigate is not compromised [34, 36]. Further, having people rely on conventions
that they create themselves [8] or are already familiar with, such as “pinch” and “pull” motions
that people use on their smartphones [13], leads to improvement in their ability to collaborate with
a robot.

Failing to account for human cognitive tendencies may obscure results, and limit future work [5].
One such cognitive tendency is pattern recognition. The human brain floods with dopamine upon
recognizing a pattern, thus, humans are strongly incentivized to find them [26]. Some scientists
even consider pattern recognition and reasoning to be a cornerstone of higher intelligence [30]. As
the human brain is wired for pattern recognition, actions that are pattern-based are more likely to be
recognizable to human participants. By using PACT, we can select patterns that are as recognizable
as possible.

3 A FRAMEWORK FOR PATTERNS-BASED CONVENTIONS
In this section we detail PACT, an entropy-based algorithm to select the most appropriate pattern
to use in a given environment. The central cognitive science concept that underpins this approach
is the human tendency toward pattern recognition and usage. By playing into known strengths of
human cognition, the robot’s behavior becomes more recognizable, predictable, and understandable
to human teammates.

3.1 Definitions
PACT takes the tuple {𝑇, 𝐹, 𝑟 } as input to determine the ideal pattern for a particular task space,
where:

• 𝑇 = {𝑡1, 𝑡2, ..., 𝑡𝑛} is the finite set of subtasks an agent must complete. 𝑇 is unordered, but
subtasks within 𝑇 may have ordering constraints imposed by prerequisites.
• 𝐹 = {𝑓1, 𝑓2, ..., 𝑓𝑚} is a set of functions that map from a subtask to a feature of that subtask.
(e.g., 𝑓1 (𝑡) → “𝑐𝑖𝑟𝑐𝑙𝑒”, 𝑓2 (𝑡) → “𝑟𝑒𝑑”)
– 𝑓𝑖 = [𝑣1, 𝑣2, ..., 𝑣𝑘 ] is a feature vector representing a characteristic (e.g., for a feature
“color” there may be categorical values { “red”, “green”, “blue”} encoded as a one-hot
vector. A color feature could also be represented as a continuous three-dimensional
vector of RGB values).

• A Rule is a function that sorts subtasks in 𝑇 using a comparator function over output from
one or more features in 𝐹 .
• 𝑟 is the maximum number of Rules that PACT is allowed to combine to form a Pattern, a
hyperparameter selected by the user prior to Pattern formation.
• A Pattern is an ordered sequence of between 1 and 𝑟 Rules that augments available subtasks

in 𝑇 for a planner to select from in a given state. Rules are applied sequentially to filter out
or augment the cost of elements in 𝑇 to inform plan generation.

3.2 Rule Formation and Application
A Rule is a data structure that contains a sorting function and a set of features to apply it to. Given
a set of subtasks, a Rule filters it down to a subset of subtasks that the agent can perform (while
still being consistent with the Rule). For example Figure 2 shows an environment in which an
autonomous drone must check critical infrastructure after a natural disaster. Communications
are down, so the drone is unable to communicate reliably with a human ground crew, making
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Fig. 2. In this illustration of the PACT algorithm, we use a scenario in which a natural disaster has occurred
in a coastal town. Critical infrastructure must be checked for damage, and an autonomous drone as well as a
human team on the ground are tasked with damage assessment. In this time-sensitive task, communication
between the drone and humans is limited. Each location indicated on the map has features used by PACT:
whether the location contains humans that sheltered in place (red), the type of infrastructure (blue), and the
likelihood the location is flooded (green). This scenario does not consider the distance traveled by the drone
to be a constraint, but such constraints can easily be added to guide PACT’s pattern-selection.

the predictability of the robot critical. Here, the set of subtasks 𝑇 is the set of locations the drone
must check and document. Each location has three features: the estimated flooding risk (which
we discretize into low, medium, and high risk), the type of critical infrastructure (police station,
power substation, water treatment plant, and hospital), and whether or not human staff sheltered
in place there. A Rule based on the presence of humans could be [“no humans”, “humans”], such
that the robot would visit all places without humans sheltering, followed by those locations with
humans. Another Rule based on the flood risk could be [“high”, “medium”, “low”]. Applying the
flood risk Rule [“high”, “medium”, “low”] to the locations in𝑇 would result in filtering the locations
down to the subset of locations with “high” flood risk. Each location in this subset would be visited
by the drone. Then, with no more “high” flood risk locations, the drone would visit all “medium”
flood risk locations, and so on. For this Feature, because each location has one of three possible
values, there are 3! possible orderings, meaning this Feature (flood risk) has 3! possible Rules that
could leverage it. Thus, given a set of 𝑛 categorical Features, where each Feature 𝑖 has 𝑘𝑖 possible
values, there are at most

∑𝑛
𝑖=1 𝑘𝑖 ! single-Feature Rules that can be generated. For Rules over features

with non-categorical values, the space of orderings is technically infinite and depends entirely on
how complex the comparator function encoded in the Rule is, but by imposing a restriction to
sort values in either an ascending or descending order we may assume two Rules per continuous
feature. In the drone example given by Figures 2 and 3 there are 32 possible Rules that can be used.
Without loss of generality, in this work, each Rule is generated from a single feature.

3.3 Pattern Formation and Application
The hyperparameter 𝑟 is set by the user prior to the generation of Patterns in order to determine the
maximum allowable complexity for the Patterns. 𝑟 can be at most equal to the number of Features

ACM Trans. Hum.-Robot Interact., Vol. 0, No. 0, Article 0. Publication date: 2023.



246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

0:6 Lohrmann et al.

Fig. 3. In this example, we describe the formation of Rules and Patterns from the scenario in Figure 2. The
left column shows the three features of each location we are using (human presence, infrastructure type,
and flood risk), and the possible values for each feature. The center column shows the ways Rules can be
constructed from features by imposing an ordering on the possible values of a feature. The right column shows
how a Pattern is constructed by applying one or more Rules. Note that Patterns may not have conflicting
Rules; we choose at most one rule per feature.

and must be at least one. With a larger 𝑟 , Patterns can be more complex and are thus more likely to
be able to impose a fully deterministic ordering of tasks in a plan, but this increase in complexity
may also make the Pattern too difficult for a human partner to identify and follow.
A Pattern is a data structure that contains a sequence of between 1 and 𝑟 Rules. Given a set of

subtasks, the Pattern determines the subset of next possible subtasks. The initial set of subtasks
is passed to the first Rule in the sequence, which returns the subset of allowable subtasks. This
subset is passed to the second Rule in the sequence, continuing through the full sequence of Rules
to obtain the final subset of possible subtasks for the given Pattern. Figure 4 illustrates the Pattern
[“low”, “medium”, “high"], [“no humans”, “humans”]. First, the set of locations the drone must visit
is filtered down according to the first Rule (flood risk), leaving just the locations with “low” flood
risk. This subset of locations is then passed on to the second Rule (human presence) to be filtered
down to locations with “no humans”. The drone will have to visit all locations in this subset (B and
G) in any order before moving on to locations with different values for these features. After these
locations, pictured in the first box of Figure 4, are checked, the remaining locations are passed to
the first Rule and then the second to obtain the subset of locations that are “low” risk with “humans”
(location D). After this location, the Pattern filters down to an empty set, as there are no locations
with “medium” flood risk and “no humans”. The Pattern will then identify locations with “medium”
flood risk and “humans”, which will be visited before locations with “high” risk and “no humans”
(F) and then locations with “high” risk and “humans” (E).

3.4 Pattern Trees
Calculating a score to evaluate the effectiveness of a given Pattern requires evaluating the possible
orderings of subtasks that it imposes throughout the plan it generates (or a sampled subset if
otherwise infeasible). To efficiently compute and organize this for each Pattern, we construct a
Pattern Tree. An illustration of a portion of a Pattern Tree generated from the drone example can
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Fig. 4. For each Pattern, a Pattern Tree is constructed to easily identify all allowable orderings of subtasks.
In this Pattern, the first subtasks are those locations that are low flood risk and have no humans sheltering
in place (B,G). The second allowable subtasks are the remaining low risk, no human locations, which are
appended to the tree. All allowable orderings of length 2 can thus be obtained by traversing the tree to depth
2. For the third subtask, there are no remaining low risk locations with no humans, so the low risk locations
with humans are selected (D). There are no medium flood risk locations that do not have humans, so the
fourth possible subtasks are those that are of medium risk with humans. The tree is constructed in this
manner until it reaches a depth equal to the number of subtasks.

be seen in Figure 4. The first level of the tree is determined by the possible first subtasks given the
Pattern and 𝑇 . For each subsequent level, the children of a node are determined by assuming the
path from root to parent node specifies the sequence being followed, and applying the Pattern to
the remaining subtasks. The final tree will have |𝑇 | levels, as the entire sequence will be generated.
Thus, traversing to the 𝑖th level of the tree will reveal all possible subsequences of length 𝑖 for a
given Pattern. This simplifies Pattern evaluation calculations as matching subsequences of length
𝑖 − 1 can be obtained for all Patterns quickly, and all possible 𝑖th subtasks can also be obtained by
indexing the children of all nodes in the (𝑖 − 1)th level of the tree. For tasks with prohibitively large
amounts of subtasks, Monte Carlo methods can be applied to approximate the Pattern Tree.

3.5 Pattern Scoring Metric
To determine the most appropriate Pattern for a given 𝑇 , we propose a scoring metric that can be
applied to a set of possible Patterns (which we refer to as the Pattern Bank). Patterns with lower
scores are more preferable. We define this score (𝜆) for a given Pattern (𝑝) as:

𝜆𝑝 =

|𝑇 |∑︁
𝑖=1
H(𝑇𝑖,𝑝 ) +

(
|𝑃𝑖,shared | − 1
|𝑃 |

)
∗ H (𝑇𝑖,shared) (1)

Where:
• 𝑝 is the Pattern for which the score is being calculated.
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• 𝑇 is the set of subtasks the agent must perform.
• H (𝑥) is an entropy calculation for the collection 𝑥 .
• 𝑇𝑖,𝑝 is the collection of all possible subtasks at the 𝑖th step of planning given the Pattern 𝑝 .

This can be extended over sets of Patterns as follows:
• 𝑃 is the set of possible Patterns given {𝐹, 𝑟 }.
• 𝑃𝑖,shared is the set of Patterns that share at least one possible sequence of length 𝑖 − 1 with
the given Pattern 𝑝 .
• 𝑇𝑖,shared is the collection of all possible subtasks at the 𝑖th step for all Patterns in 𝑃𝑖,shared.
• All sequences of length 𝑖 − 1 are allowable.

This scoring metric allows for selection of a pattern that is both as deterministic as possible
(first term) as well as unique (second term). Favorable patterns are those that become unique in
their possible sequences as soon as possible (easier to identify/ legible [10]), while also being as
deterministic as possible (easier to follow).

Fig. 5. This figure illustrates how the second term of the score in Eq. 1 is calculated for a given Pattern (the
same Pattern shown in Figure 4) when 𝑖 = 3. First, the possible orderings of length 𝑖 − 1 are identified for the
given Pattern, seen in the left tree. There are two possible subtask orderings of length 𝑖 − 1, highlighted in
red and blue. However, these orderings are not unique to this Pattern. There may be other Patterns in the
Pattern Bank that share these orderings of length 𝑖 − 1. Two such Patterns are shown here, with the matching
orderings circled. If a human partner observes the robot going to B then G, they cannot distinguish between
the Pattern the robot is following and these other Patterns. The (starred) children of these shared orderings
are extracted from all Patterns in the Pattern Bank, and the entropy over this group is calculated. For this
group of three trees, the group would be (D, D, F, F, D, D).

3.6 PACT
While the algorithm can be viewed in its entirety in pseudocode within Algorithm 1 in the appendix,
we provide an intuitive walkthrough here for ease of understanding. Prior to applying PACT, we
create a Pattern Tree for each Pattern in the Pattern Bank. We then initialize data structures that
keep track of the best patterns and their scores. For each Pattern (𝑝) in the Pattern Bank we calculate
a pattern score, weighing how deterministic the pattern is and how much overlap in resulting plans
there is with those generated by other Patterns in the Pattern Bank (i.e. how unique the pattern
is compared to others). A pattern score is a summation of subscores calculated for the selection
of each subtask in the sequence imposed by the Pattern. Scores start at zero and increase at each
step. The subscores have terms related to entropy (i.e., how deterministic the plan imposed by the
Pattern is) and uniqueness (to bias against Patterns that generate plans that can be explained by
other Patterns).
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The first term of Equation 1 is the entropy over the distribution of 𝑖th possible subtasks when a
sequence of subtasks is being constructed using the given Pattern 𝑝 . When using 𝑝 to order the
subtasks, the allowable sequences can be determined by traversing the tree. Thus, the subtasks
that could be 𝑖th in a sequence that conforms to 𝑝 are all those nodes at a depth of 𝑖 in the Pattern
Tree. In Figure 4, when 𝑖 = 3, the nodes used for this calculation are in the middle box (depth of 3).
When 𝑖 = 4, the nodes used for this calculation are those in the bottom box. The first term for 𝑖 is
the calculated entropy for the set.

Figure 5 illustrates the calculation for the second term when 𝑖 = 3. This calculates how unique 𝑝
is, i.e. how much overlap there is between 𝑝 and other Patterns in the Pattern Bank. The term is
composed of an entropy value and a discount.
When determining how unique an ordering induced by 𝑝 is, the possible orderings of subtasks

must be compared with those of other possible Patterns. In Figure 5, 𝑝 is the Pattern on the far left,
with circular nodes. When 𝑖 = 3, there are only two possible subtask orderings of length 2 that
follow the Pattern, circled in red and blue dashed lines. If the robot is using 𝑝 to order its subtasks,
a human partner will observe one of the circled orderings. However, these orderings may also
comply with other Patterns within the Pattern Bank. The trees with hexagonal and diamond nodes
in Figure 5 are other Patterns in the Pattern Bank which have some orderings of length 𝑖 − 1 (2) in
common with the target Pattern 𝑝—also circled with dashed lines. If the robot goes to location B
then on to G, this behavior can be explained by 𝑝 , but also by these other Patterns, which may lead
to the human partner to believe the robot is following a Pattern other than 𝑝 leading to confusion
or difficulty predicting the robot in the future, as their mental model of the robot is incorrect. The
second term identifies the children of these shared sequences, marked in the figure with stars,
and calculates the entropy over them. Thus, Patterns that produce sequences of subtasks that are
unique have lower scores, and Patterns that produce orderings of subtasks that are shared across
many Patterns have higher (worse) scores.
This entropy calculation is then discounted by the proportion of the Pattern Bank that has an

ordering of length 𝑖 − 1 in common with 𝑝 . This is done to penalize Patterns that could be mistaken
for a greater number of other Patterns. If 𝑝 shares many orderings of length 𝑖 − 1 with one other
Pattern, this will lead to less confusion on the part of a human partner than if 𝑝 shares a few
orderings of length 𝑖 − 1 with many Patterns in the Pattern Bank.
When all of the subscores have been calculated and summed, we compare the total score for

the Pattern to the minimum score, and store all minimum-scoring Patterns. When we have scored
all Patterns, we return every minimum-scoring Pattern for subsequent selection and use by the
planner.
Pattern scoring and selection is performed offline, done before the robot engages with an

environment. While the Pattern can be updated or changed, a Pattern deemed to be the most
suitable for a target set of environments can and should continue to be used in other environments
the robot acts in to maximize predictability, as long as the features used in the Pattern remain
present in these other deployment environments. Changes made to the Pattern during interaction
with humans may make the robot less predictable, and this work promotes the use of one Pattern
kept consistent even when the robot finds itself in previously unseen deployment environments.

4 EXPERIMENTAL EVALUATION
PACT can be applied to any planning problem for which the overarching task can be decomposed
into a predefined set of subtasks or goals (e.g., search a set of ten locations for survivors).

PACT can be applied to situations where the robot is working with one or more humans, such as
remote sample recovery, wherein PACT would make it easier to predict where the robot would be
retrieving samples from, allowing humans to parallelize efforts by focusing on areas that the robot
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is not or to assist robots by traveling to their next destination without explicit communication
requirements. PACT may also be used in scenarios where human and robot are simply sharing a
workspace, where increased predictability of which object the robot will grab next allows humans
to more easily navigate around or more safely work with the robot.

However, in these scenarios as well as in other more complex environments, there is a significant
amount of extraneous side-channel information that people may use to predict the robot’s behavior.
People may wait for several moments to determine where the robot is headed next, take time to
simply observe the robot, or even be provided with information from the robot itself. In order to
effectively test PACT, and to show that the planner’s order of subtasks alone is driving increased
predictability, all of this information must be removed. Any effective testbed for such a system
must be framed as a coordination problem, so that the human does not have the opportunity to
observe the robot without taking any action themselves. The coordination task is structured such
that only by accurately predicting the robot’s actions can the team succeed, and there is no other
information the human can rely on other than previous robot actions and their own mental model
of the robot.

Fig. 6. The layout for the collaborative
game. Nine blocks, each with a color, shape,
and reward value are placed on the grid.
Only the robot has knowledge of the re-
wards. Both players secretly select a block
by color and shape, and if they coordinate,
the robot removes a block from the grid.

PACT can be applied to a broad range of planning prob-
lems that can be constructed from this maximally con-
strained coordination problem, by relaxing the testbed’s
requirements of forced simultaneous action selection or
inability to wait and observe the robot. While this makes
the task of coordinating with and predicting the behavior
of the robot significantly more difficult, it allows for a
stronger assessment of the effectiveness of PACT than
would occur in amore realistic collaborative scenario with
additional side-channel information available.

Thus, we evaluate the efficacy of PACT through a collab-
orative game involving a human and robot that rewards
teams whose members’ task selections are predictable.

4.1 Game Environment
The collaborative game is played on a five by five grid on
a table in a shared workspace (Figure 6). At the beginning
of a round, nine blocks are placed in unique locations
on the grid. Every block is assigned a unique numerical
value between one and nine, which is neither known
nor observable by the human participant and is used to
calculate the score for a successful move, representing the
reward function that a traditional robot planner would
attempt to maximize. At the start of each turn, the participant and Sawyer, a 7-degree-of-freedom
robotic arm, both select a block without seeing the choice of their teammate. Participants make
their selection on a tablet, and are allowed to select any block type (e.g., “blue triangle"). When both
teammates have made their selection, Sawyer reveals its selection on its screen, and the participant
receives an update on the tablet showing both players’ selections as well as score information. If the
team members each select blocks with fully matching visual features (e.g., both with yellow circles
on them), Sawyer removes one block that matches those features from the grid. The team receives a
positive reward based upon the numerical values of the blocks remaining and the number of blocks
the team had to choose from; as the number of blocks on the board decreases (and it is more likely
that teammates could coordinate by chance), the reward decreases. The game is scored as follows:
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𝑆 (𝑡) =
{
−10𝑡/(𝑛 + 1) 𝑛 matching features
𝐵𝑠𝑢𝑚 + 5( |𝐵𝑟𝑒𝑚 | + 1) all features match

where:

• 𝑡 = current turn number
• 𝐵𝑟𝑒𝑚 = set of blocks remaining on the board

• 𝐵𝑠𝑢𝑚 =
|𝐵𝑟𝑒𝑚 |−1∑

𝑖=0
𝐵𝑟𝑒𝑚 [𝑖] .𝑛𝑢𝑚𝑒𝑟𝑖𝑐_𝑣𝑎𝑙𝑢𝑒

If the team does not agree on the same type of block, a penalty is assessed to the team. The size
of the penalty increases as the game progresses, so an inability to coordinate early in the game
is not penalized as harshly as failing to coordinate on the last few blocks. If the team is able to
coordinate on a subset of features, i.e., both players select the same color or shape (but not both),
the penalty assessed is reduced; teams that are able to coordinate along some axes are not penalized
as much as teams that cannot coordinate on any features. Teams must coordinate to remove all
nine of the blocks from the grid to complete a round.

It is important to note that the sequence of blocks that the robot will select is determined prior
to the first turn: this experimental setup is designed to test human understanding and
prediction of robot behavior, not robot adaptation to human behavior. Regardless of what
the participant selects, the robot will always select the next block in the predetermined sequence.
This means that the robot will continue to select the same block until the participant matches

the robot’s selection. Upon the completion of each round, a new set of nine blocks is placed in
the workspace in a new configuration. The numerical value of each block is also new, with no
relationship between the value and any of the human-visible features. In other words, the reward
function changes with each episode and is never shown or explained to the human teammate. This
design decision illustrates the trade-offs between capability (rewardmaximization) and predictability
(pattern adherence) when coordinating as a human-robot team.

4.2 Applying PACT to the Coordination Domain
The variables required to utilize PACT are defined as follows:

• 𝑇 = A set of subtasks, one for each of the nine blocks in the workspace.
• 𝐹 = A set of functions mapping each block subtask (by unique id) to values of features of the
blocks— “color”: {“blue”, “red”, “yellow”}, “shape”: {“circle”, “square”, “triangle”}, “position”:
{“row”:{1, 2, ..., 5}, “column”: {1, 2, ..., 5}}
• 𝑟 = 2, such that only up to two Rules may be ordered to create a Pattern

The position Rules ordered the values in either ascending or descending order, operating over
either only a single field (either “row” or “column”) or both (e.g., rows descending and columns
ascending). In our environment—because the human and robot select blocks by color and shape
on the interface (e.g., a “yellow triangle block”, without specifying location)—when calculating
entropy over subsequent tasks to select, all tasks involving blocks of the same shape and color are
treated equally regardless of position.

4.3 Experimental Design
Study participants (𝑛 = 28) were assigned randomly into one of three conditions in a between-
subjects design:
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• Reward-Maximizing: The participant works with a robot that selects blocks in the order that
will maximize the team score in the event of perfect coordination, analogous to traditional
reward optimization approaches.
• PACT Pattern: Participants are on a team with a robot that selects blocks following a pattern-
based convention, generated and selected by PACT such that the pattern score is best for
the set of tasks to be completed in the first round environment.
• Median Pattern: Participants work with a robot that selects blocks by following a pattern

that achieved a median score when compared against all possible patterns in the first round
environment.

Patterns selected for the PACT and Median groups are based on the first round environment and
remain the same for all subsequent rounds of gameplay, despite environment changes. This allows
us to evaluate team performance in both a ‘target’ environment that may be known and optimized
against in advance (first round) and in new environments not explicitly optimized for (subsequent
rounds).

4.4 Study Protocol
Consent was obtained from all participants, preceded by a brief check of participants’ ability to
distinguish between the block colors. One participant self-identified as colorblind, though not
a form of colorblindness that would prevent them from distinguishing between the colors used.
Participants were then given a randomly generated six-digit identifier to link their survey responses,
and were randomly assigned to an experimental group. Following this, participants filled out a
pre-experiment survey about their experience with robots, attitudes about robots, and initial
sentiments toward Sawyer, the robot used in the experiment. Experimenters then explained the
collaborative game, answered questions, and participants began gameplay. After each round of the
game, participants answered questions about their cognitive fatigue, ability to predict the robot’s
behavior, and confidence in their team. After three rounds of the game, a third type of survey was
administered. Participants were shown five novel game set ups, and were asked to identify which
color and shape block the robot would select first and last in each given game. Participants were also
given the option to mark that they were uncertain about either feature. Finally, a post-experiment
survey was conducted, again surveying participants about their sentiments about the robot, their
game comprehension, as well as questions about the team dynamics and performance of each team
member. Following the completion of the survey, participants participated in a brief unstructured
interview and debrief. The duration of the experiment was approximately sixty minutes.

4.5 Measurement
28 participants were recruited from the student community of our university for the IRB-approved
human subjects study. Pre-experiment survey questions were taken from NARS, RoSAS, and
previous HRI work [6, 33, 38]. Between rounds, participants answered selected questions from the
NASA Task Load Index [16] to measure their cognitive fatigue and frustration, as well as several
questions about their confidence in their choices. A “Round 4" survey consisting of five novel game
setups was created specifically for this experiment in order to measure participants’ ability to
abstract the robot’s behavior into a new environment. The post-experiment survey consisted of
questions from RoSAS, identical to those asked in the pre-experiment survey, survey questions
about the fluency of the team [18], as well as custom questions adapted from the team fluency
questions.
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4.6 Hypotheses
We conducted an ethics board approved human-subjects study to investigate the following hy-
potheses regarding the effectiveness of PACT within a human-robot collaborative coordination
task:

• 𝐻1: Participants who work with the robot using PACT will have a more positive attitude
about the dynamics of the team (i.e., coordination, mutual understanding, teamwork, etc)
compared to all other groups.
• 𝐻2: Participants who engage with the robot using PACTwill have a more positive perception
of the robot than participants in the Reward-Maximizing and Median Pattern groups.
• 𝐻3: Constraining the robot’s behavior to follow any patterns-based convention will result
in better team performance on the task, as well as an improvement in participants’ ability
to predict the robot’s actions.

5 RESULTS AND DISCUSSION

Fig. 7. There were significant improvements in
PACT Pattern participant belief that the robot se-
lected the right block for the team over the Reward-
Maximizing (𝑝 = 0.0353) and Median Pattern (𝑝 =

0.0493) groups, as well as if the participants believed
a human partner would have led to greater success.
(Reward-Maximizing 𝑝 < 0.004, Median 𝑝 < 0.009).

Of the 28 individuals who participated, the data
of one participant was excluded due to noncom-
pliance with instructions. We did not observe any
multimodalities within the data.

We found a significant effect from the PACT Pat-
tern condition on participant perceptions of the
team’s dynamics, validating H1. Post-hoc com-
parisons using Tukey’s HSD test (Figure 7), indi-
cate that participants felt that that robot picked the
best block for the team during gameplay compared
to the control condition of Reward-Maximizing
(𝑝 = 0.0353) as well as the Median Pattern group
(𝑝 = 0.0493). Additionally, PACT Pattern partici-
pants did not feel that swapping the robot out for
a human teammate would result in better perfor-
mance when compared to the Reward-Maximizing
group (𝑝 < 0.004) as well as the Median Pattern
group (𝑝 < 0.009), indicating that PACT Pattern
participants viewed the robot as performing
at least as well as a human teammate would
have.

We also found a significant effect caused by the
PACT Pattern condition on perceptions of team fluency, as indicated by Figure 8; the PACT Pattern
condition resulted in a significantly higher perception of team fluency as compared to the Reward-
Maximizing baseline (𝑝 = 0.0178), while there was no significant difference for participants in the
Median Pattern group compared to the Reward-Maximizing condition. Additionally, there was a
significant effect caused by the PACT Pattern condition on participants’ perception of whether
or not the participant and robot were good teammates to each other. PACT Pattern participants
reported significantly more positive perceptions of themselves as a teammate to the robot when
compared to the Reward-Maximizing (𝑝 = 0.0129) and the Median Pattern group (𝑝 = 0.0336), as
well as whether the robot was a good teammate to the participant when compared to the Reward-
Maximizing group(𝑝 = 0.0121). The PACT Pattern group was also the only pattern-based
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Normalized Scores
Round Group Mean Score p-value

1 Reward-Maximizing 6.81 —
1 Median Pattern 52.00 0.0007
1 PACT 71.27 0.0
2 Reward-Maximizing 27.12 —
2 Median Pattern 60.33 0.0246
2 PACT 78.68 0.0006
3 Reward-Maximizing 21.74 —
3 Median Pattern 79.49 0.0012
3 PACT 88.06 0.0003

Table 1. Normalized game scores and p-values obtained via Tukey’s HSD for each pattern-based group
compared to the baseline Reward-Maximizing group. There were no significant differences between the PACT
and Median groups for normalized scores across all rounds.

group that saw a significant difference over the Reward-Maximizing condition when
asked if they would work with the robot again (𝑝 = 0.0287).

Fig. 8. Using PACT led to significant improvement
in team fluency over baseline (𝑝 = 0.0178), as well
as perceptions of robot likeability over the Median
group (𝑝 < 0.05).

Post-hoc comparisons using Tukey’s HSD test
indicate a partial confirmation of H2. While
there was a significant effect from the PACT Pat-
tern treatment on the likeability of the robot when
compared to the Median Pattern group (𝑝 < 0.05),
there was no significant difference compared to
the Reward-Maximizing group (𝑝 = 0.1), Figure 8.

We also found a significant effect from both pat-
tern conditions on team performance, validating
H3. Post-hoc comparisons using Tukey’s HSD in-
dicate significantly higher normalized scores for
both the PACT Pattern and Median Pattern groups
across all three rounds, as indicated by Table 1. As
seen in Figure 9, the PACT Pattern group made
significantly fewer errors when compared to the
Reward-Maximizing group across all rounds of
gameplay. The Median Pattern group made signif-
icantly fewer errors than the Reward-Maximizing
group in rounds one and three, but there was no
significant difference over the Reward-Maximizing
in round two. Part of this may be due to the differences in the patterns seen by each group. Partici-
pants in the Median Pattern group saw much more ambiguous patterns than those in the PACT
group, meaning that participants in the Median Pattern group could play at least half of the first
round and obtain a perfect score by following a pattern other than the robot’s pattern. The Median
Pattern group was the only group to show significance over the Reward-Maximizing after only one
round of gameplay in their belief of understanding how the robot was choosing blocks (p=0.0241),
but this effect was no longer significant after another round of gameplay.

Further validating H3, participants rated the predictability and understandability of the robot
in a variety of questions in the Post-Experiment Survey. Using Tukey’s HSD, comparisons between
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the Reward-Maximizing group and both patterns-based groups were significant (Figure 10). When
compared to the Reward-Maximizing baseline, participants in both the PACT Pattern group (𝑝 <

0.0001) and the Median Pattern group (𝑝 = 0.0001) felt the robot was predictable. When asked
about the understandability of the robot’s actions, the PACT Pattern group (𝑝 = 0.0003) and the
Median Pattern group (𝑝 = 0.0097) both felt the robot was understandable compared to the Reward-
Maximizing baseline. However, there is an important caveat to this finding. Participants were asked
about the broader application of the system, and whether they believed most people would be
able to understand the robot (Figure 10). Only participants in the PACT group felt that most
people would be able to understand the robot, compared to both the Reward-Maximizing
group (𝑝 = 0.0009) and Median Pattern group (𝑝 = 0.0441), confirming the premise of this work
and validating the proposed contribution. While participants in the Median Pattern group believed
at the end of gameplay that they understood the robot’s decisions, they did not believe that the
system they saw would be broadly understandable.

5.1 Discussion
Our results support the claim that PACT allows a robot to schedule its tasks more predictably,
allowing humans to work more effectively with it. This effectiveness stems from the deep-seated
human tendency towards pattern recognition and usage. Evidence of this unconscious tendency
emerged in participant exit interviews. Despite the lack of a human-visible pattern in the Reward-
Maximizing group, approximately half of the participants were convinced that the robot was
engaging in some pattern or rule-based behavior. Many voiced that given more gameplay, they
likely would be able to find the pattern in the robot’s behavior. Many of these participants indicated
that they were searching for a pattern that “must" be there, despite there not being any observable
pattern.

Additionally, the majority of participants who saw a pattern were unable to articulate the pattern
or to fully explain the robot’s behavior. Even in the group that saw the PACT pattern, less than half

Fig. 10. Participants in the PACT Pattern (𝑝 < 0.0001) and the Median Pattern (𝑝 = 0.0001) both found
the robot significantly more predictable than the baseline. Both groups also found the robot’s behavior
more understandable than the baseline group. (PACT 𝑝 = 0.0003, Median 𝑝 = 0.0097) Only the participants
who used PACT felt the robot would be broadly understandable to people when compared to the baseline
(𝑝 = 0.0009) as well as the Median Pattern group (𝑝 = 0.0441).
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of participants could fully explain the pattern they saw, despite many of them playing perfectly
coordinated rounds with the robot.

Fig. 9. Participants in the group that engaged
with a robot using PACT made significantly fewer
mistakes than the baseline group across all three
rounds (𝑝 = 0.0003, 0.0042, 0.0005), whereas the Me-
dian group only made significantly fewer mistakes
in two rounds (𝑝 = 0.0047, 0.1138, 0.0053).

Anecdotally, this may indicate that centering
human cognition and reasoning leads to more un-
conscious decision-making by humans. Perhaps
participants who see a PACT pattern are able to
unconsciously predict the robot’s next move, with-
out having to use logic or more complex reasoning.
Further work to explore this phenomenon and its
impacts on human-robot teaming is necessary.

6 CONCLUSIONS
Participants who collaborate with a robot whose
behavior follows pattern-based behavioral conven-
tions selected via PACT report significantly better
subjective (perceptions of the robot) and objective
(scores) measures when compared to participants
who collaborate with a robot focused solely on
maximizing team reward. Participants who engage
with a robot that uses pattern-based behavioral
conventions that are not optimized for the environ-
ment by PACT still realize significant performance
improvement in coordination, but at the expense
of subjective perceptions of the collaboration and

robot. These study results reinforce the importance of leveraging convention in fluent human-robot
collaboration, and confirm that PACT is an effective mechanism to do so.
This work demonstrates that intentionally leaning into human cognitive tendencies and de-

emphasizing reward-maximizing behavior leads to substantially better outcomes along both objec-
tive and subjective metrics. Our proposed method does not preclude the usage of other planning
tools, and can be used in tandem with other methods to make robots more predictable while
remaining capable. Additionally, the tradeoff between optimal planning and predictability can be
negotiated for any environment; PACT can create complex patterns similar to optimal planning, or
simple ones to maximize predictability.
As robots are placed in environments where they will be trusted with a diversity of tasks,

especially in cases where they will be in close contact with humans, it is critical to characterize
and address the disparities between the way robots and humans reason. Robots that are exclusively
optimizing for a given reward are reasoning about their environment and collaborations in a
fundamentally different way from the humans that they work around and attempt to collaborate
with. This leads to a lack of predictability, limiting collaboration. PACT demonstrates that we
can bridge this gap and make robots more predictable without limiting team performance.
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A ALGORITHM

Algorithm 1 Best Pattern Selection
Input: Set of tasks 𝑇 , Set of Patterns 𝑃

Output: The pattern(s) best suited for 𝑇
1: 𝑚𝑖𝑛𝑆𝑐𝑜𝑟𝑒 ←∞
2: 𝑏𝑒𝑠𝑡𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑠 ← ∅
3: for 𝑝 ∈ 𝑃 do
4: 𝑠𝑐𝑜𝑟𝑒 ← 0
5: for 𝑖 ∈ 1 ≤ 𝑖 ≤ |𝑇 | do
6: 𝑆𝑝 ← every allowable sequence of length 𝑖 − 1 using 𝑝
7: 𝑇𝑖,𝑝 ← []
8: for 𝑠 ∈ 𝑆𝑝 do
9: 𝑡𝑠 ← all allowable next tasks after completing 𝑠 , under pattern 𝑝

10: 𝑇𝑖,𝑝 .𝑒𝑥𝑡𝑒𝑛𝑑 (𝑡𝑠 )
11: end for
12: 𝑓 𝑖𝑟𝑠𝑡𝑇𝑒𝑟𝑚 = 𝐻 (𝑇𝑖,𝑝 ) // Calculate entropy
13: 𝑃𝑖,shared ← {} // Patterns sharing candidate seqs with 𝑝

14: 𝑇𝑖,shared ← []
15: for 𝑞 ∈ 𝑃 do
16: 𝑆𝑞 ← every allowable sequence of length 𝑖 − 1 using 𝑞
17: 𝑆𝑞 = 𝑆𝑞 ∩ 𝑆𝑝 // Only sequences that also follow 𝑝

18: if |𝑆𝑞 | > 0 then
19: 𝑃𝑖,shared ← 𝑃𝑖,shared ∪ {𝑞}
20: for 𝑠 ∈ 𝑆𝑞 do
21: 𝑡𝑠 ← all allowable next tasks after completing 𝑠 , under pattern 𝑞
22: 𝑇𝑖,shared.𝑒𝑥𝑡𝑒𝑛𝑑 (𝑡𝑠 )
23: end for
24: end if
25: end for
26: 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 =

|𝑃𝑖,shared |−1
|𝑃 |

27: 𝑠𝑒𝑐𝑜𝑛𝑑𝑇𝑒𝑟𝑚 = 𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡 ∗ 𝐻 (𝑇𝑖,shared)
28: 𝑠𝑐𝑜𝑟𝑒 ← 𝑠𝑐𝑜𝑟𝑒 + 𝑓 𝑖𝑟𝑠𝑡𝑇𝑒𝑟𝑚 + 𝑠𝑒𝑐𝑜𝑛𝑑𝑇𝑒𝑟𝑚
29: end for
30: if 𝑠𝑐𝑜𝑟𝑒 =𝑚𝑖𝑛𝑆𝑐𝑜𝑟𝑒 then
31: 𝑏𝑒𝑠𝑡𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑠 ← 𝑏𝑒𝑠𝑡𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑠 ∪ {𝑝}
32: else if 𝑠𝑐𝑜𝑟𝑒 < 𝑚𝑖𝑛𝑆𝑐𝑜𝑟𝑒 then
33: 𝑚𝑖𝑛𝑆𝑐𝑜𝑟𝑒 = 𝑠𝑐𝑜𝑟𝑒

34: 𝑏𝑒𝑠𝑡𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑠 ← {𝑝}
35: end if
36: end for
37: return 𝑏𝑒𝑠𝑡𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑠
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B SURVEY QUESTIONS
Listed p-values are of the form (conventions/median, conventions/optimal, median/optimal).

B.1 Pre-Activity Survey
B.1.1 Experience with Robots. Questions in this section were either multiple choice, or select all
that apply. Options for each question are listed below the question.

• Have you ever watched a movie or television show that includes robots? (0.86,0.28,0.55)
0 shows/movies
1-5 shows/movies
6-10 shows/movies
10+ shows/movies

• Have you ever interacted with a robot? (select all that apply) (0.22,0.22,0.22)
Museum or theme park animatronics
Toys such as Furby
Robot vacuum
Classroom robots or Battlebots
Sawyer (the robot in this experiment)
Everyday items such as cell phone, computer, ATM, or Xbox
Other

• Have you ever built a robot? (select all that apply) (0.11,0.22,0.11)
Classroom setting
Club setting
Other

• Have you ever controlled a robot? (select all that apply) (0.33,0.11,0.22)
Teleoperation or remote control
Speech, Gesture, Commands
Computer programmed
Other

B.1.2 Attitudes Towards Robots. The next set of questions detailed participants’ attitudes towards
robots in general. All questions were on a 7-point Likert scale, with 1 being Strongly Disagree
and 7 being Strongly Agree. p-values in this section are based on the difference between pre- and
post-activity surveys.

• I would feel uneasy if robots really had emotions. (0.27,0.14,0.92)
• Something bad might happen if robots developed into living beings. (0.12,0.95,0.21)
• I would feel relaxed talking with robots. (0.86,0.76,0.98)
• I would feel uneasy if I was given a job where I had to use robots. (0.003,0.06,0.45)
• If robots had emotions I would be able to make friends with them. (0.88,0.71,0.95)
• I would feel nervous operating a robot in front of other people. (0.02,0.84,0.06)
• I would hate the idea that robots were making judgements about things. (0.58,0.58,1.0)
• I would feel very nervous just standing in front of a robot. (0.26,1.0,0.26)
• I feel that if I depend on robots too much, something bad might happen. (0.71,0.99,0.78)
• I am good at working with robots. (0.39,1.0,0.39)
• I would feel paranoid talking with a robot. (0.98,0.58,0.68)
• I am concerned that robots would be a bad influence on children. (0.21,0.34,0.95)
• I feel that in the future society will be dominated by robots. (0.58,0.94,0.78)
• Most robots make poor teammates. (1.0,0.96,0.96)
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• Most robots possess adequate decision making capabilities. (0.16,0.37,0.85)
• Most robots are easy to understand. (0.8,0.34,0.7)

B.1.3 Attitudes Towards Sawyer. This section of questions pertained to the participants’ initial
impression of the Sawyer robot. All questions are on a 7-point Likert scale. 1 was the adjective
on the left, 7 was the adjective on the right. p-values in this section are based on the difference
between pre- and post-activity surveys.
• I [blank] Sawyer. (Like/Dislike) (0.89, 0.97, 0.97)
• Sawyer is: (Unkind/Kind) (0.006, 1.0, 0.44)
• Sawyer is: (Ignorant/Knowledgeable) (0.07, 1.0, 0.07)
• Sawyer is: (Incompetent/Competent) (0.29, 0.92, 0.15)
• Sawyer is: (Unintelligent/Intelligent) (0.59, 0.98, 0.47)
• Sawyer is: (Foolish/Sensible) (0.31, 0.67, 0.07)
• Sawyer is a(n): (Individualist/Team Player) (0.66, 0.03, 0.15)
• Sawyer is: (Unlikeable/Likeable) (0.1, 0.9, 0.2)
• Sawyer is: (Unfriendly/Friendly) (0.53, 0.7, 0.16)
• Sawyer is: (Stubborn/Agreeable) (0.04, 0.52, 0.29)

B.2 Inter-Round SurveyQuestions
Other than the first question, which asked participants to select the round they had just completed,
questions were on a 7-point Likert scale, and values for 1 and 7 are indicated in the form (adjective
for 1 / adjective for 7) p-values in this section are written in the form (optimal r1/r2, optimal r1/r3,
optimal r2/r3, median r1/r2, median r1/r3, median r2/r3, PACT r1/r2, PACT r1/r3, PACT r2/r3)
• Round

1
2
3

• How mentally demanding was the task? (Very Low Mental Demand/Very High Mental
Demand) (0.9, 0.9, 0.9, 0.83, 0.9, 0.9, 0.9, 0.9, 0.9)
• How successful were you in accomplishing what you were asked to do? (Perfect / Complete
Failure) (0.9, 0.9, 0.9, 0.9, 0.9, 0.9, 0.9, 0.9, 0.9)
• How hard did you have to work to accomplish your level of performance? (Very Low Effort
/ Very High Effort) (0.72, 0.9, 0.8, 0.83, 0.9, 0.9, 0.75, 0.9, 0.9)
• How discouraged, irritated, stressed, and annoyed were you? (Very Low Frustration / Very
High Frustration) (0.67, 0.53, 0.9, 0.82, 0.82, 0.9, 0.84, 0.9, 0.9)
• I was confident that Sawyer would choose the same block that I chose. (Very Low Confidence
/ Very High Confidence) (0.78, 0.56, 0.23, 0.9, 0.09, 0.17, 0.75, 0.16, 0.48)
• I understand how Sawyer was choosing blocks. (No Understanding / Complete Understand-
ing) (0.79, 0.79, 0.44, 0.85, 0.65, 0.36, 0.82, 0.42, 0.75)

B.3 Post-Activity Survey
Listed p-values are of the form (conventions/median, conventions/optimal, median/optimal).

B.3.1 Game Comprehension. These questions concerned participants’ understanding of the game.
All questions are on a 7-point Likert scale. Value labels were Strongly Disagree (1) and Strongly
Agree (7) unless otherwise stated.

• I understood the rules of the game. (0.9, 0.9, 0.9)
• I used the previous selections shown on the tablet to make my decisions. (0.28, 0.9, 0.44)
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• I knew things about the game that Sawyer didn’t know. (0.9, 0.37, 0.32)
• I understood the goal of the game. (0.9, 0.81, 0.86)
• I kept track of our score at each turn. (0.9, 0.9, 0.9)
• Sawyer knew things about the game that I didn’t know. (0.79, 0.9, 0.79)
• How much did your team’s score influence the decisions you made? (No Influence / Score
Was the Only Influence) (0.66, 0.54, 0.9)

B.3.2 Attitudes Towards Sawyer. The questions in this section were identical to those asked in the
same section in the Pre-Activity Survey.

B.3.3 Team Fluency and Performance. These questions concerned participants’ perceptions of
their team. All questions are on a 7-point Likert scale. Value labels were Strongly Disagree (1) and
Strongly Agree (7) unless otherwise stated.
• The robot and I contributed equally to the success of the team. (0.9, 0.6, 0.74)
• Working with Sawyer was stressful or frustrating. (0.31, 0.67, 0.75)
• I am responsible for the team’s score. (0.9, 0.9, 0.9)
• The team worked fluently together. (0.24, 0.07, 0.82)
• I helped the robot accomplish the task. (0.9, 0.24, 0.46)
• The team’s coordination improved over time. (0.9, 0.02, 0.04)
• The robot was cooperative. (0.26, 0.47, 0.87)
• The robot is responsible for the team’s score. (0.75, 0.41, 0.14)
• If I were a robot, the team would have scored better. (0.9, 0.59, 0.61)
• The robot perceived accurately what I was trying to do. (0.9, 0.72, 0.86)
• I am good at working with robots. (0.53, 0.82, 0.24)
• I contributed more to the success of the team. (0.83, 0.26, 0.59)
• Working with Sawyer was difficult. (0.74, 0.25, 0.66)
• The robot and I were working toward the same goal. (0.9, 0.9, 0.9)
• The robot helped me accomplish the task. (0.9, 0.36, 0.58)
• Sawyer is good at working with humans. (0.41, 0.56, 0.9)
• I find what I am doing with the robot confusing. (0.9, 0.9, 0.9)
• I was a good teammate to Sawyer. (0.075, 0.041, 0.9)
• There was a team leader (True/False multiple choice) (0.77, 0.9, 0.9)
• If there was a team leader, who was the team leader? (If there was no team leader, skip this
question) (Sawyer/Me) (0.56, 0.56, 0.56)
• The robot contributed more to the success of the team. (0.86, 0.56, 0.29)
• Over time, the way I selected blocks changed. (0.9, 0.37, 0.35)
• Who is more responsible for the team’s success or failure? (Sawyer / Me) (0.79, 0.9, 0.82)
• Sawyer was a good teammate to me. (0.11, 0.04, 0.9)
• I would have scored better if my teammate was human. (0.018, 0.004, 0.9)
• I would work with Sawyer again. (0.35, 0.06, 0.66)

B.3.4 Robot Predictability and Understandability. The questions in this section relate to the partici-
pant’s understanding of the robot and how predictable they found the robot. All questions were on
a 7-point Likert scale from Strongly Disagree to Strongly Agree unless othwerwise indicated.
• Sawyer was unpredictable. (0.9, 0.014, 0.0395)
• I understood why Sawyer made the decisions it did. (0.63, 0.0235, 0.18)
• The way Sawyer selected blocks was unclear to me. (0.35, 0.0078, 0.2)
• I could easily predict what block Sawyer would pick next. (0.31, 0.0078, 0.24)
• The way Sawyer picked blocks made sense to me. (0.39, 0.0069, 0.16)
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• As the game progressed, I was more easily able to predict which block Sawyer would pick
next. (0.9, 0.001, 0.001)
• Sawyer’s decisions didn’t make sense. (0.64, 0.07, 0.39)
• Sawyer picked the best block for the team. (0.07, 0.16, 0.85)
• Sawyer chose blocks randomly. (0.24, 0.001, 0.008)
• Most people would be able to understand how Sawyer made decisions. (0.17, 0.01, 0.47)
• I chose blocks (intuitively / analytically) (0.63, 0.24, 0.045)
• Fill in the blank: By the end of Round [blank] I could easily predict which block Sawyer
would pick next. (multiple choice)

1
2
3
None

B.4 Round 4 Survey
For this survey, participants were shown 5 novel game boards and were asked the same set of
multiple choice questions for each of them. Participants were instructed not to guess, and to select
"unsure" if they were not totally certain about their answer.
• Which color is the block Sawyer will pick first?

blue
red
yellow
unsure

• Which shape is the block Sawyer will pick first?
circle
triangle
square
unsure

• Which color is the block Sawyer will pick last?
blue
red
yellow
unsure

• Which shape is the block Sawyer will pick last?
circle
triangle
square
unsure
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